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Chapter 10: 
image segmentation 
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Syllabus 
Morphological Image Processing : 
❖Preliminaries,
❖ Dilation and Erosion 
❖opening and closing 
❖ the Hit- or-Miss Transformation
❖ some basics Morphological Algorithm
Ch9: 9.1 to 9.5

Image segmentation :

❖ Fundamentals, point, line and edge detection, detection of isolated 
point, line detection edge models, basic edge detection  

❖ [ 10.1,10.2.2 to 10.2.5]  
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9.1 Preliminaries 
✓ “Morphology “ – a branch in biology that deals with the form and 

structure of animals and plants.

✓ “Mathematical Morphology” – as a tool for extracting image components, 
that are useful in the representation and description of region shape.

✓ The language of mathematical morphology is – Set theory.

✓ Morphology offers a unified and powerful approach to numerous image 
processing problems.

✓ Sets in mathematical morphology represents objects in an image.

✓ For example, the set of all white pixels in a binary image is a complete 
morphological description of the  image.
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Preliminaries 
✓ In binary images , the set elements are members of the 2-D integer 

space Z
2
. where each element (x,y) is a coordinate of a black (or white) 

pixel in the image.

✓ Gray scale digital  images  can be represented as sets whose 
components are in Z

3
.

✓ In this case two components of each elements of the set refers to the 
coordinates of a pixel and the third corresponds to its discrete intensity  
values.

✓ Sets in higher dimensional spaces can contain other images attributes 
such as color and time varying components.
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Basic Concepts in Set Theory
 Subset 

 Union

 Intersection

disjoint / mutually exclusive

 Complement  

 Difference
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Logic Operations Involving Binary Pixels 
and Images 

 The principal logic operations used in image processing 

are:  AND, OR, NOT (COMPLEMENT).

 These operations are functionally complete.

 Logic operations are preformed on a pixel by pixel basis between 
corresponding  pixels (bitwise).

 Other important logic operations : 

XOR (exclusive OR), NAND (NOT-AND)

 Logic operations are just a private case for a binary set operations, 
such : AND – Intersection , OR – Union, NOT-Complement.
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 Reflection

If B is a set of pixels (2-D points) representing an object in an image, the 

is simply the set of points in B whose (x, y) coordinates have been replaced by 

(-x,-y).

The reflection of a set , denoted ,  is defined as

            { | , for }

B B

B w w b b B= = − 

Reflection and Translation
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Example: Reflection and Translation
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 Translation

✓ The Translation  of a set B by point   z = ( z
1
, z

2
)  denoted by (B)

z
is defined 

as 

✓ If B is the set of pixels representing an object in an image, then (B)
z

is 

the set of points in B whose (x, y) coordinates have been replaced by  

(x + z1 , y+z2)
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Structure elements (SEs)

 Set reflection and translation are employed  extensively in 
morphology to formulate operations based on so called 
structuring elements (SEs) : small set or sub images used 
to probe am image under study for properties of interest. 
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Examples: Structuring Elements (1)

origin
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Examples: Structuring Elements (2)

Accommodate the 
entire structuring 
elements when its 
origin is on the 
border of the 
original set A

Origin of B visits 
every element of A

At each location of 
the origin of B, if B 
is completely 
contained in A, 
then the location is 
a member of the 
new set, otherwise 
it is not a member 
of the new set.
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9.2 Erosion and Dilation
✓ These two operations are fundamental to morphological processing.

9.21. Erosion  

In words , this equation indicates that the erosion of A by B is the set of all 
points z such that B, translated by z , is contained in A.

We can express erosion in the following equivalent form :
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Example for Erosion

27-May-20 16

1 0 0 0 1 1 1 0 1 1
Input image

Structuring Element

0Output Image

111
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Example for Erosion

27-May-20 17

1 0 0 0 1 1 1 0 1 1
Input image

Structuring Element

0 0Output Image

111
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Example for Erosion

27-May-20 18

1 0 0 0 1 1 1 0 1 1
Input image

Structuring Element

0 0 0Output Image

111
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Example for Erosion

27-May-20 19

1 0 0 0 1 1 1 0 1 1
Input image

Structuring Element

0 0 0 0Output Image

111
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Example for Erosion

27-May-20 20

1 0 0 0 1 1 1 0 1 1
Input image

Structuring Element

0 0 0 0 1Output Image

111

241



Example for Erosion

27-May-20 21

1 0 0 0 1 1 1 0 1 1
Input image

Structuring Element

0 0 0 0 1 0Output Image

111
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Example for Erosion

27-May-20 22

1 0 0 0 1 1 1 0 1 1
Input image

Structuring Element

0 0 0 0 1 0 0Output Image

111
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Example for Erosion

27-May-20 23

1 0 0 0 1 1 1 0 1 1
Input image

Structuring Element

0 0 0 0 1 0 0 0Output Image

111
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Example for Erosion

27-May-20 24245



9.2.2 Erosion – Example 1
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9.2.2 Erosion – Example 2
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Exam
ple of 
Erosio
n (2)
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✓ The erosion shrinks or thins objects in a binary image.

✓ We can view erosion as a morphological filtering operation in which
image details smaller than the structuring element are filtered from the
image.

Dilation:
 Dilation is used for expanding an element A by using structuring 

element B

 With A & B as sets in Z
2

Dilation of A by B and is defined by the 
following equation:

249



 This equation is based on reflecting B about its origin and 
shifting this reflection by z.

 The dilation of A by B is the set of all displacements z, such that
and A overlap by at least one element.

 Based on this interpretation the equation of (9.2-1) can be

rewritten as:

✓We assume that B is a structuring element and A is the set to be
dilated.
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 Structuring element B is viewed as a convolution 
mask. 

 The basic process of flipping (rotating) B about its 
origin and then successively displacing it so that it 
slides over a set (image )A . 

 It is  analogous to spatial convolution , however 
dilation is based on set operations and therefore is a  
nonlinear operation unlike convolution.
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Example for Dilation

27-May-20 31

1 0 0 0 1 1 1 0 1 1
Input image

Structuring Element

1Output Image

111
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Example for Dilation

27-May-20 32

1 0 0 0 1 1 1 0 1 1
Input image

Structuring Element

1 0Output Image

111
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Example for Dilation

27-May-20 33

1 0 0 0 1 1 1 0 1 1
Input image

Structuring Element

1 0 1Output Image

111
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Example for Dilation

27-May-20 34

1 0 0 0 1 1 1 0 1 1
Input image

Structuring Element

1 0 1 1Output Image

111
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Example for Dilation

27-May-20 35

1 0 0 0 1 1 1 0 1 1
Input image

Structuring Element

1 0 1 1 1Output Image

111
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Example for Dilation

27-May-20 36

1 0 0 0 1 1 1 0 1 1
Input image

Structuring Element

1 0 1 1 1 1Output Image

111
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Example for Dilation

27-May-20 37

1 0 0 0 1 1 1 0 1 1
Input image

Structuring Element

1 0 1 1 1 1 1Output Image

111
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Example for Dilation

27-May-20 38

1 0 0 0 1 1 1 0 1 1
Input image

Structuring Element

1 0 1 1 1 1 1 1Output Image

111
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9.2.1 Dilation – Example 1
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9.2.1 Dilation – Example 2
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 One of the simplest applications of dilation is for 
bridging gaps. 

 Fig below shows the same image with broken 
characters.

 The maximum length of the breaks is known to be two 
pixels.

 Instead of shading, we used 1s to denote the elements 
of SE and 0’s for background , because, SE is now being 
treated as a sub image and not a graphic.
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Examples of Dilation (2)
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Duality between dilation and 
erosion
 Dilation and erosion are duals of each other with respect to set

complementation and reflection. That is,
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Dilation and erosion are duals

 c

z

c ABzBA  )(  )    ( =

 cc

z ABz       )(  == 

      )(  = c

z ABz 

       )ˆ(  = ABzBA z

BAc ˆ=


Starting with definition of erosion
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Application of erosion: eliminate 
irrelevant detail

original image

Squares of size
1,3,5,7,9,15 pels

erosion

Erode with
13x13 square 

dilation

One of the simplest uses of erosion is for eliminating irrelevant details (in terms of 
size) from a binary image.
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 Dilation adds pixels to the boundaries of an object.

 Erosion removes pixels on object boundaries.

 The number of pixels added or removed from the objects 

in an image depends on the size and shape of the 

structuring elements used to process the image.

Applications:

 Dilation : for bridging gaps in an image.

 Erosion: eliminating unwanted detail in an image.
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dilation
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Links to refer
 https://www.youtube.com/playlist?list...
for  problems refer problem the following link

 https://www.youtube.com/watch?v=uMfoOP2Emxs
 https://www.youtube.com/watch?v=fiSkqmlbQa0
 https://www.youtube.com/watch?v=T8uWZXb92AU
 https://www.youtube.com/watch?v=2LAooUu1IjQ

 C:\Users\admin\Desktop\module4_DIP\ Erosion

 C:\Users\admin\Desktop\module4_DIP\ dilation

270

https://www.youtube.com/playlist?list=PLHLtQZu3roXhE4JrGja1soerwkZlFjERH
https://www.youtube.com/watch?v=uMfoOP2Emxs
https://www.youtube.com/watch?v=fiSkqmlbQa0
https://www.youtube.com/watch?v=T8uWZXb92AU
https://www.youtube.com/watch?v=2LAooUu1IjQ
Erosion.mp4
dilation.mp4


9.3 Opening And Closing
 Opening – smoothes the contour of an object, breaks narrow 

isthmuses & eliminates thin protrusions.

 Closing – also tends to smooth sections of contours, but as opposed 
to opening it generally fuses narrow breaks and long thin gulfs, 
eliminates small holes and fills gaps in contours

 These operations are dual to each other

 These operations are can be applied few times, but has effect only 
once
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• Opening A by B is erosion of A by B followed by a dilation of the result by B.

• Similarly closing of set A by structuring element B  is denoted by A ● B, is 
defined as

• This means that closing of A by B is simply the dilation of A by B, followed by 
the erosion of the result by B.

• Opening →Erosion followed by a dilation.

• Closing → A dilation followed by an erosion.
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Problem : Suppose two discrete functions are represented by the 
sequences  A ={5,7,11,8,2,6,8,9,7,4,3}  B={1,2,1}

Opening = A 0 B =   first perform erosion  then on that result perform dilation    : 
erosion result : {3,4,6,1,0,1,5,6,3,2,1} on this perform dilation with  B.

Closing = A● B= first  perform dilation then on that result perform  an erosion:

Dilation result : {8,12,13,12,9,9,10,11,10,8,5} on this perform erosion with B
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Smooth the contour of an image, breaks narrow isthmuses, 
eliminates thin protrusions

Find contour Fill in contour
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Use of opening and closing for morphological filtering
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Proof link https://www.youtube.com/watch?v=SccZvlDMcAk
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https://www.youtube.com/watch?v=SccZvlDMcAk


9.4 The Hit-or-Miss Transformation
 A basic morphological tool for shape detection.

 Is used for template matching.

 The transformation involves two templates sets , B and (W-B) which are disjoint.

 Template B is used to match the foreground image while (W-B) is used to match the 
background of the image.

 The hit-or-miss transforms is the intersection of the erosion of the foreground with 
B and the erosion of the background with (W-B).

 The hit – or-miss transforms is defined as 

 The small window W is assumed to have at least one pixel , thicker than B.

 We can generalize the notation somewhere by letting B=(B1, B2)   

 B1= B   and B2= (W-B)
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Any of these three equations can be used and are called morphological Hit-or-
miss transforms..   
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 First we have to find the erosion of the input image X 
with the structuring element B.

 Find the complement of the input image X and then 
erode it with the structuring element (W-B).

 Now find the intersection of the images of the above 
two steps , this gives the hit-or-miss transformation of 
input image X.
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 The reason for using these kind of structuring element –

B = (B1,B2) is based on an assumed definition that,

two or more objects are distinct only if they are 

disjoint (disconnected) sets.

 In some applications , we may interested in detecting  

certain patterns (combinations) of 1’s and 0’s.                               

and not for detecting individual objects.

 In this case a background is not required.

and the hit-or-miss transform reduces to simple erosion.

 This simplified pattern detection scheme is used in 

some of the algorithms for – identifying characters 

within a text.
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The input image and the structuring elements are shown in below fig. find the hit or 
mass transformation for the input image
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9.5 Basic Morphological Algorithms

Some of the pratical uses of morphology:

1 – Boundary Extraction

2 – Region Filling

3 – Extraction of Connected Components

4 – Convex Hull

5 – Thinning

6 – Thickening

7 – Skeletons
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9.5.1 Boundary Extraction
 First, erode A by B, then make set difference between 

A and the erosion

 The thickness of the contour depends on the size of 
constructing object – B
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 Region  /hole filling  is the process of “coloring in “ a 
definite image area  or region.

 Region may be defined at the pixel level or geometric 
level .

 at pixel level, we describe a region either in terms of 
the bounding pixels that outline it or as the totality of 
pixels that comprises it.

 In the first case, the region is called boundary-defined 
which is shown in fig below.

 The collection of algorithms used for such case are 
called as boundary filling algorithms.

9.5.2 Region Filling
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The other type of region is called an interior define region and the accompanying 
algorithms are called as flood-fill algorithms.

At geometric level, each region is defined or enclosed by such abstract contouring 
elements as connected as lines and curves.

B is a structuring element; A denotes a set containing a subset whose elements are 8 
connected boundary points of region.  k ----number of iterations
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 beginning with a point inside the boundary, the 
objective is to fill the entire region with 1s , by 
iteratively processing dilation.

 Region  filing is based on dilation, complementation 
and intersections.

 There are two ways to terminate the iteration of 
algorithm,

 If the region is filled, then stop the iteration or fix the 
number of iterations to fill in the region.

296



297



5/27/2020 77
298



The input image and structuring elements are shown. Perform the region filing 
operation

299



Step1 : initially take X0 as shown below, now perform the dilation of  X0 with the 
structuring element B. The resulting image is then intersected with the complement of 
the input image. This completes first iteration
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9.5.3 Extraction of Connected 
Components
 This algorithm extracts a component by selecting a 

point on a binary object A

 Works similar to region filling, but this time we use in 
the conjunction the object A, instead of it’s 
complement
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9.5.4 Convex Hull
 A is said to be convex if a straight line segment joining 

any two points in A lies entirely within A

 The convex hull H of set S is the smallest convex set 
containing S

 Convex deficiency is the set difference H-S

 Useful for object description

 This algorithm iteratively applying the hit-or-miss 
transform to A with the first of B element, unions it 
with A, and repeated with second element of B
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 The convex Hull method consists of iteratively applying the hit-or-miss 
transforms to A with B1

 When no further change occurs, , we perform the union with A and call the 
result D1.

 The procedure is repeated for B2 applied to A with no change occurs …and 
so on..

 The union of 4 resulting Ds constitute the convex hull of A.
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X indicated 
don’tcare
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9.5.5 Thinning
 The thinning of a set A by a structuring element B, 

can be defined by terms of the hit-and-miss transform:

 A more useful expression for thinning A symmetrically 
is based on a sequence of structuring elements:

{B}={B1, B2, B3, …, Bn}

 Where Bi is a rotated version of Bi-1. Using this concept 
we define thinning by a sequence of structuring 
elements:
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 The process is to thin by one pass with B1 , then thin 
the result with one pass with B2, and so on until A is 
thinned with one pass with Bn. 

 The entire process is repeated until no further changes 
occur.

 Each pass is preformed using the equation:
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 Apply the thinning process to the image using the 
structuring element shown below
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9.5.6 Thickening

 Thickening is a morphological dual of thinning.

 Definition of thickening                               .

 As in thinning, thickening can be defined as a 
sequential operation:                                                        

 the structuring elements used for thickening have the 
same form as in thinning, but with all 1’s and 0’s 
interchanged.

321



 A separate algorithm for thickening is often used in 
practice, Instead the usual procedure is to thin the 
background of the set in question and then complement 
the result.

 In other words, to thicken a set A, we form C=Ac , thin C 
and than form Cc.

 depending on the nature of A, this procedure may result in 
some disconnected points. Therefore thickening by this 
procedure usually require a simple post-processing step to 
remove disconnected points.
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9.5.6 Thickening example preview

 We will notice in the next example 9.22(c) that the 
thinned background forms a boundary for the 
thickening process, this feature does not occur in the 
direct implementation of thickening

 This is one of the reasons for using background 
thinning to accomplish thickening.
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9.5.6 Thickening example
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9.5.7 Skeleton
 The notion of a skeleton S(A) of a set A is intuitively 

defined, we deduce from this figure that:

a) If z is a point of S(A) and (D)z is the largest disk 
centered in z and contained in A (one cannot find a 
larger disk that fulfils this  terms) – this disk is called 
“maximum disk”.

b) The disk (D)z touches the boundary of A at two or 
more different places.
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9.5.7 Skeleton
 The skeleton of A is defined by terms of erosions and 

openings:

 with

 Where B is the structuring element and                indicates k 
successive erosions of A:

 k times, and K is the last iterative step before A erodes to an empty 
set, in other words:

 in conclusion S(A) can be obtained as the union of skeleton 
subsets Sk(A).
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9.5.7 Skeleton

 A can be also reconstructed from subsets Sk(A) by 
using the equation:

 Where                     denotes k successive dilations of 
Sk(A) that is:
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9.5.8 Pruning
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Syllabus
❖Fundamentals, point, line and edge detection, 

detection of isolated point, line detection edge 
models, basic edge detection  [ 10.1,10.2.2 to 10.2.5]  
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➢ Image segmentation divides an image into regions that are connected and have some similarity within 
the region and some difference between adjacent regions.  

➢ The goal is usually to find individual objects in an image.

➢ For the most part there are fundamentally two kinds of approaches to segmentation: discontinuity and 
similarity. 

▪ Similarity may be due to pixel intensity, color or texture.  

▪ Differences are sudden changes (discontinuities) in any of these, but especially sudden changes in 
intensity along a boundary line, which is called an edge.

➢ Segmentation algorithms are area oriented instead of pixel oriented.

➢ The result of segmentation is the splitting up of image into connected areas.

➢ Thus segmentation is concerned with dividing an image into meaning regions.

➢ Applications of image segmentation:
Medical Imaging ,  Satellite imaging , Movement detection ,License plate recognition ,Robot navigation …etc
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10.2 Point, line and Edge Detection
 Segmentation methods are based on detecting sharp , local changes 

in intensity.

 Three types of image features in which we are interested are
✓ isolated points
✓ lines 
and
✓ edges.

 Edge pixels are pixels at which intensity of an image function 
changes abruptly , and edges (edge segments) are set of connected 
edge pixels .

 Edge detectors are local image processing methods designed to 
detect edge pixels.
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➢ A line may be viewed as an edge segment in which intensity of the background on either 
side of the line is either much higher or lower than intensity of the line pixels. Lines give 
rises to so called roof edges.

➢ An isolated point may be viewed as a line whose length and width are equal to one pixel.

10.2.1 Background
➢ WKT the local changes in intensity can be detected using derivatives.

➢ Derivatives of the digital function are defined in terms of these differences. 

➢ First order derivatives :

1. must be nonzero in areas of constant intensity

2. must be non zero at the onset of an intensity step or ramp

3. must be nonzero at points along an intensity ramp.
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➢ Second order derivative :
1.must be zero in areas of constant intensity 
2. must ne non zero at the onset and end of an intensity step or ramp

3. must be zero along intensity ramps 
➢ Because we are dealing with digital quantities whose values are finite, the 

maximum possible    intensity change is also fine and the shortest distance over 
which a change can occurs is between adjacent pixels.

➢ We obtain an approximation to the first-order derivatives  at point x of a one-
dimensional function f(x) by expanding the function f(x+Δx) into a Taylor series 
about x, letting Δx=1, and keeping only the linear terms 

➢ The result is the digital difference.
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✓We used a partial derivative here for consistency in 
notation when consider an image function of two 
variables , f(x ,y), at which time we will be dealing 
with partial derivatives along the two spatial axes. 

✓Clearly                                              when f is a 
function of only one variable.

✓We obtain an expression for the second derivative 
by differentiating above equation with respect to x
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➢Our interest is on the second derivative about point x, 
so we subtract 1 from the arguments in the preceding 
expression and obtain the result.

➢The above two equations satisfy the conditions 
regarding derivatives of first and second order.

➢To illustrate this and also to highlight the fundament 
similarities and differences between first and second 
order derivatives in the context of image processing 
consider the fig below. As discussed in previous 
module.
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 Summary the following can be concluded:
 1. First order derivatives generally produce thicker edges in 

an image.
 2. Second order derivatives have a stronger response to fine 

detail, such as thin lines, isolated points and noise.
 3. second –order derivatives produce a double-edge 

response at ramp and step transitions in intensity.
 4. the sign of the second derivative can be used to 

determine whether a transition into edge is from light to 
dark or dark to light.

➢ The most common way to look for discontinuities is to scan 
a small mask over the image.  The mask determines which 
kind of discontinuity to look for.


=

=+++=
9

1

992211 ...
i

ii zwzwzwzwR

338



10.2.2 Detection of isolated points

 Point detection should be based on second derivative 
: Laplacian
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 Using Laplacian mask in below fig10.4, we say that the 
point has been detected as the location (x,y) on which the 
mask is centered, if the absolute value of the response of 
the mask at that point exceeds a specific threshold.

 Such a point is labeled as 1 in the output image and all 
others are labeled as 0, thus producing a binary image.
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10.2.3 line detection
➢Next level of complexity is line detection.

➢For line detection we can expect second derivatives 
to result in a stronger response and to produce 
thinner lines than first derivatives.

➢We can use the same laplacian mask shown above in 
fig 10.4(a) for line detection keeping in mind that the 
double line effect of the second derivative must be 
handled properly.

➢This is illustrated in below example.
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 The laplacian detector in fig 10.4, is isotropic, so its 
response is independent of direction,

 Often interest lies in detecting line sin specified 
directions.

 Consider the mask shown in below fig 10.6
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 Suppose that an image with constant background and containing various lines 
(oriented at 0 ֯ ,± 45  and 90) is filtered with the first mask .

 The maximum responses would occur at image locations in which a horizontal line 
passed through the middle of the row. The second mask responds best to lines 
oriented at +45. The third mask to vertical lines and forth to -45.
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10.2.4 Edge Models
 Edge detection is the approach used most frequently for 

segmentation images based on abrupt (local) changes in 
intensity.

 Edge models are classified accordingly to their intensity 
profiles.

 A step edge : involves a transition between two intensity 
levels occurring ideally over the distance of 1 pixel. 

 In case of step edge, the image intensity abruptly changes 
from one value to one side of the discontinuity to a different 
value on the opposite side.
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➢ In practice , digital images have edges that are blurred and noisy, with the 
degree of blurring determined principally by limitations in the focusing 
mechanisms ( eg. Lenses in the case of optical image) and the noise level 
determined principally by the electronic components of the image system.

➢ In such cases , edges are closely modeled as having an intensity  ramp profile . 
The slope of the ramp is proportional to the degree of blurring in the edges. 

➢ In this model , we no longer have thin(1 pixel thick) path, instead, an edge point 
now is any point contained in the ramp and the edge segment would then be a 
set of such points that are connected.

➢ The third model of an edge is so called – roof edge, having characteristics shown 
in fig above. 

➢ Two nearby ramps edges in a line structure called a roof. 
➢ Basically two ways of roof convex roof edge shown above.
➢ Concave roof edge
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 Three fundamental steps performed in edge detection

 1. Image smoothing for noise reduction  2. detection 
of edge points 

 3. edge localization

 10.2.5 basic edge detection

 Detecting changes in intensity for the purpose of 
finding the edges can be accomplished using first or 
second order derivatives.

 The image gradient and its properties

 First-order derivatives:
 The gradient of an image f(x,y) at location (x,y) is defined as the vector:

 Grad(f) = 
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The magnitude of this vector:

The direction of this vector:

 Gradient operators: obtaining gradient of an image requires computing the 
partial derivatives of  
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Detection of Discontinuities
Gradient Operators

Roberts cross-gradient operators

Prewitt operators

Sobel operators
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Roberts operator

Prewitt operator

Sobel operator
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Prewitt masks for 

detecting diagonal edges

Sobel masks for 

detecting diagonal edges

✓ Prewitt masks are simpler to implement than sobel masks .

✓ The sobel masks have better noise suppression (smoothing characteristics which makes them 
preferable.
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Detection of Discontinuities
Gradient Operators: Example
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Detection of Discontinuities
Gradient Operators: Example
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Detection of Discontinuities
Gradient Operators: Example
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Syllabus
Module 4 : 

Fundamentals, point, line and edge detection, detection of isolated point, line detection edge 
models, basic edge detection  [ 10.1,10.2.2 to 10.2.5]  

Module 5:

Thresholding , Region-based segmentation : [10.3, 10.4]

Representation : 11.1 {11.1.1 to 11.1.6}
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Image segmentation divides an image into regions that are connected and have some similarity within the region 
and some difference between adjacent regions.  

The goal is usually to find individual objects in an image.

For the most part there are fundamentally two kinds of approaches to segmentation: discontinuity and similarity. 

 Similarity may be due to pixel intensity, color or texture.  

 Differences are sudden changes (discontinuities) in any of these, but especially sudden changes in intensity 
along a boundary line, which is called an edge.

Segmentation algorithms are area oriented instead of pixel oriented.

The result of segmentation is the splitting up of image into connected areas.

Thus segmentation is concerned with dividing an image into meaning regions.

Applications of image segmentation:
Medical Imaging ,  Satellite imaging , Movement detection ,License plate recognition ,Robot navigation …etc
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10.2 Point, line and Edge Detection
Segmentation methods are based on detecting sharp , local changes in intensity.

Three types of image features in which we are interested are
isolated points

lines 

and

 edges.

Edge pixels are pixels at which intensity of an image function changes abruptly , and edges (edge 
segments) are set of connected edge pixels .

Edge detectors are local image processing methods designed to detect edge pixels.
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A line may be viewed as an edge segment in which intensity of the background on either side of the 
line is either much higher or lower than intensity of the line pixels. Lines give rises to so called roof 
edges.

An isolated point may be viewed as a line whose length and width are equal to one pixel.

10.2.1 Background
WKT the local changes in intensity can be detected using derivatives.

Derivatives of the digital function are defined in terms of these differences. 

First order derivatives :

1. must be nonzero in areas of constant intensity

2. must be non zero at the onset of an intensity step or ramp

3. must be nonzero at points along an intensity ramp.
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Second order derivative :

1.must be zero in areas of constant intensity 

2. must ne non zero at the onset and end of an intensity step or ramp

3. must be zero along intensity ramps 

Because we are dealing with digital quantities whose values are finite, the maximum possible    intensity 
change is also fine and the shortest distance over which a change can occurs is between adjacent pixels.

We obtain an approximation to the first-order derivatives  at point x of a one-dimensional function f(x) by 
expanding the function f(x+Δx) into a Taylor series about x, letting Δx=1, and keeping only the linear terms 

The result is the digital difference.
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We used a partial derivative here for consistency in notation when consider an image function of 
two variables , f(x ,y), at which time we will be dealing with partial derivatives along the two spatial 
axes. 

Clearly                                              when f is a function of only one variable.

We obtain an expression for the second derivative by differentiating above equation with respect 
to x
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Our interest is on the second derivative about point x, so we subtract 1 from the arguments in 
the preceding expression and obtain the result.

The above two equations satisfy the conditions regarding derivatives of first and second order.

To illustrate this and also to highlight the fundament similarities and differences between first 
and second order derivatives in the context of image processing consider the fig below. As 
discussed in previous module.
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Summary the following can be concluded:

1. First order derivatives generally produce thicker edges in an image.

2. Second order derivatives have a stronger response to fine detail, such as thin lines, isolated 
points and noise.

3. second –order derivatives produce a double-edge response at ramp and step transitions in 
intensity.

4. the sign of the second derivative can be used to determine whether a transition into edge is 
from light to dark or dark to light.

The most common way to look for discontinuities is to scan a small mask over the image.  The 
mask determines which kind of discontinuity to look for.
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10.2.2 Detection of isolated points
Point detection should be based on second derivative : Laplacian
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Using Laplacian mask in below fig10.4, we say that the point has been detected as the location 
(x,y) on which the mask is centered, if the absolute value of the response of the mask at that 
point exceeds a specific threshold.

Such a point is labeled as 1 in the output image and all others are labeled as 0, thus producing a 
binary image.
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10.2.3 line detection
Next level of complexity is line detection.

For line detection we can expect second derivatives to result in a stronger response and to produce 
thinner lines than first derivatives.

We can use the same laplacian mask shown above in fig 10.4(a) for line detection keeping in mind 
that the double line effect of the second derivative must be handled properly.

This is illustrated in below example.
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The laplacian detector in fig 10.4, is isotropic, so its response is independent of direction,

Often interest lies in detecting line sin specified directions.

Consider the mask shown in below fig 10.6
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Suppose that an image with constant background and containing various lines (oriented at 0 ֯ ,± 45  
and 90) is filtered with the first mask .

The maximum responses would occur at image locations in which a horizontal line passed through 
the middle of the row. The second mask responds best to lines oriented at +45. The third mask to 
vertical lines and forth to -45.

378



379



10.2.4 Edge Models
Edge detection is the approach used most frequently for segmentation images based on abrupt (local) 
changes in intensity.

Edge models are classified accordingly to their intensity profiles.

A step edge : involves a transition between two intensity levels occurring ideally over the distance of 1 
pixel. 

In case of step edge, the image intensity abruptly changes from one value to one side of the discontinuity 
to a different value on the opposite side.
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In practice , digital images have edges that are blurred and noisy, with the degree of blurring determined 
principally by limitations in the focusing mechanisms ( eg. Lenses in the case of optical image) and the 
noise level determined principally by the electronic components of the image system.

In such cases , edges are closely modeled as having an intensity  ramp profile . The slope of the ramp is 
proportional to the degree of blurring in the edges. 

In this model , we no longer have thin(1 pixel thick) path, instead, an edge point now is any point 
contained in the ramp and the edge segment would then be a set of such points that are connected.

The third model of an edge is so called – roof edge, having characteristics shown in fig above. 

Two nearby ramps edges in a line structure called a roof. 

Basically two ways of roof convex roof edge shown above.

Concave roof edge
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Three fundamental steps performed in edge detection

1. Image smoothing for noise reduction  2. detection of edge points 

3. edge localization

10.2.5 basic edge detection
Detecting changes in intensity for the purpose of finding the edges can be accomplished using 
first or second order derivatives.

The image gradient and its properties

First-order derivatives:
◦ The gradient of an image f(x,y) at location (x,y) is defined as the vector:

◦ Grad(f) = 
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The magnitude of this vector:

The direction of this vector:

Gradient operators: obtaining gradient of an image requires computing the partial 
derivatives of  
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Detection of Discontinuities
Gradient Operators

Roberts cross-gradient operators

Prewitt operators

Sobel operators
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Roberts operator

Prewitt operator

Sobel operator
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Prewitt masks for 

detecting diagonal edges

Sobel masks for 

detecting diagonal edges

 Prewitt masks are simpler to implement than sobel masks .

 The sobel masks have better noise suppression (smoothing characteristics which makes them preferable.
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Detection of Discontinuities
Gradient Operators: Example
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Detection of Discontinuities
Gradient Operators: Example
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Detection of Discontinuities
Gradient Operators: Example
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Module 5:
Thresholding , Region-based segmentation : [10.3, 10.4]

Representation : 11.1 {11.1.1 to 11.1.6}
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10.3 Threshold
10.3.1 Foundation :

The basics of intensity thresholding

Suppose the intensity histogram shown below fig a corresponds to an image f(x,y), composed of light 
objects on dark background, in such a way that object and background pixels have intensity values 
grouped into 2 dominant modes.
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One way to extract the objects from the background is to select the threshold, T, that separates these 
modes.

Then  any point(x,y) in the image at which f(x,y) > T is called an object point

 otherwise, the point is called background point.

The segmented image g(x,y) is given by 

Where T ----constant appliable over an entire image, 

The process given in this equation is referred as global thresholding.

When the value of T changes over an image, we can use the term variable (local) thresholding.

This local thresholding in which the values of T at any point (x,y) in am image depends on properties of a 
neighborhood of (x,y) 

If T depends on the spatial coordinates (x, y) themselves, then variable thresholding is often referred as 
dynamic or adaptive thresholding.
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Fig b shows a more difficult thresholding problems involving a histogram with thee dominant modes 
corresponding, for example to two types of light objects on a dark background. 

Here multiple thresholding classifies a point (x,y) as belonging to the background if f(x,y)≤T1, to one 
object class if T1< f(x,y)≤T2, and to other object class if f(x,y)>T2.

G(x,y) = ൞

𝑎, 𝑖𝑓 𝑓 𝑥, 𝑦 > 𝑇2
𝑏, 𝑖𝑓 𝑇1 < f(x,y)≤T2
𝑐, 𝑖𝑓 f(x,y)≤T1

Where a, b, c are three distinct intensity levels.

The success of intensity thresholding is directly related to the width and depth of the valley(s)  separating 
the histogram modes.

The key factors affecting the affecting the properties of the valley(s) are
 separation between the peaks

 The noise contents in the image

 The relative size of the objects and background

 The uniformity of the illumination source

 The uniformity of the reflectance properties of the image
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The role of noise in imaging threshold

Wkt how noise affects the histogram of an image.
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Fig 10.36(a) shows  a  noise free image so its histogram consists of two spikes modes as shown in  
fog 10.36(d).

Segmenting this image into two regions is a trivial task involving a threshold placed anywhere 
between the two modes.

Fig 10.36(b) shows the original image corrupted by Gaussian noise of zero mean and a standard 
deviation of 10 intensity level.

Although the corresponding histogram modes are now broader, their separation is large enough so 
that the depth of the valley between them is sufficient to make the modes easy to separate.

A threshold  placed midway between the two peaks would do a nice job of segmenting the image.

Figure 10.36© shows the image corrupted by Gaussian noise of zero mean and a standard deviation 
of 50 intensity level.

From histogram it shows the  situation is much more serious as there is no way to differentiate 
between two modes . 

Little hope of Finding a suitable threshold for segmenting this image  
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The role of illumination and reflectance
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Figure 10.37(a) is the noisy image  and from (d)  shows it histogram.  This image is easily segmentable with a 
single threshold.

The effects of non uniform illumination is illustrated by multiplying the image in fig 10.37(a)  by a variable 
intensity function such as the intensity ramp  fig (b)  the result is shown in fig 10.37(c) and the respective  
histogram fig (e-f) .

As in fig 10.37(f) the deep valley between peaks was corrupted to the point where separation of the modes 
without additional processing is no longer possible.

Illumination and reflectance play a central role in the success of image segmentation using thresholding or 
other segmentation techniques.

Before image segmentation, these factors need to be controlled by the following approaches.

First Correct the shading pattern directly.  Eg.: non uniform illumination can be corrected by multiplying the 
image by the inverse of the pattern, which can be obtained by imaging a flat surface of constant intensity.

The second approach is to attempt to correct the global  shading pattern via processing  . Eg: the top-hat 
transformation .

The third is to work-around non-uniformities using variable thresholding .
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10.3.2 Basic Global Thresholding
When the intensity distributions of the objects and background pixels are sufficiently distinct, it is possible to 
use a single (global ) threshold applicable over the entire image.

In most of the applications, there is usually enough variability between the images, that even if global 
thresholding is suitable approach  an algorithm capable of estimating automatically the threshold value for 
each image is required. 

The following iterative algorithm can be used for this purpose
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This simple algorithm works  well in situation where  there is reasonably clear valley between the 
modes of the histogram related to the objects and background.

ΔT is used to control the number of iteration. 
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10.3.3 Optimum Global Thresholding using Otsu’s method
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10.3.4 Using Image smoothing to improve Global Thresholding
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10.3.5 Using Edges to improve Global Thresholding

419



420


